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Abstract: In this paper, we introduce and investigate two new generalized mixed equilibrium problems and explore
the relationship between them and the properties of their solutions in Banach spaces. Based on the general-
ized f -projection, we construct hybrid algorithms to find common fixed points of a countable family of quasi-ϕ-
nonexpansive mappings in Banach spaces, a common element of the set of solutions of generalized mixed equi-
librium problems and the set of fixed points for quasi-ϕ-nonexpansive mappings and, further, prove some strong
convergence theorems for these hybrid algorithms under some suitable assumptions. As some applications of the
main results, the strong convergence theorems for the general H-monotone mappings and equilibrium problems
are also proven.
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1 Introduction
Let E be a real Banach space with the dual space E∗,
C be a nonempty closed convex subset of E. The
norm and the dual pair between E andE∗ are denoted
by ∥ · ∥ and ⟨·, ·⟩, respectively.

In 1994, Alber [1] introduced the generalized pro-
jections πC : E∗ → C and ΠC : E → C from
Hilbert spaces to uniformly convex and uniformly
smooth Banach spaces and studied their properties.
Furthermore, he applied the generalized projections
to approximately solving variational inequalities and
Von Neumann intersection problem in Banach spaces.
Li [3] extended the generalized projection from uni-
formly convex and uniformly smooth Banach spaces
to reflexive Banach spaces and established a Mann
type iterative scheme for finding the approximate so-
lutions for the classical variational inequality problem
in compact subsets of Banach spaces. Wu and Huang
[4] introduced a generalized f -projection πfC : E∗ →
2C , which extended the generalized projection oper-
ator, and proved some properties of the generalized
f -projection operator in Banach spaces. In addition,
they showed an interesting relation between the gener-
alized f -projection operator and the resolvent opera-
tor for the subdifferential of a proper convex and lower
semicontinuous function in reflexive and smooth Ba-
nach spaces and proved the generalized f -projection
operator is maximal monotone in [5]. Fan, Liu and

Li[6] presented some basic results for the generalized
f -projection operator and discussed the existence of
solutions and approximation of solutions for gener-
alized variational inequalities in noncompact subsets
of Banach spaces by the iterative schemes. Recently,
Li, Huang, O’Regan [7] introduced another general-
ized f -projection operator and gave some properties
of this projection and proved strong convergence the-
orems for relatively nonexpansive mapping in Banach
spaces. As applications, they also proved some strong
convergence theorems for H-monotone mappings in
Banach spaces.

Let Θ : C × C → R be a bifunction, ψ : C → R
be a real-valued function, A : C → E∗ be a nonlinear
mapping and η : C × C → E be a mapping. We
consider the so-called generalized mixed equilibrium
problem (GMEP1): Find x ∈ C such that

Θ(x, y) + ⟨A(x), η(y, x)⟩+ ψ(y)− ψ(x) ≥ 0 (1)

for all y ∈ C. Denote the set of solutions to (1) by Ω1.
Special cases of the problem (1) are as follows:
(I) If η(y, x) = y−x for all x, y ∈ C, the problem

(1) is equivalent to the problem: Find x ∈ C such that

Θ(x, y) + ⟨A(x), y − x⟩+ ψ(y)− ψ(x) ≥ 0 (2)

for all y ∈ C, which is called the generalized mixed
equilibrium problem [8]. The set of solutions to (2) is
denoted by (GMEP).
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(II) If A(x) = 0 for all x ∈ C, the problem (1) is
equivalent to the problem: Find x ∈ C such that

Θ(x, y) + ψ(y)− ψ(x) ≥ 0 (3)

for all y ∈ C, which is called the mixed equilibrium
problem [9]. The set of solutions to (3) is denoted by
(MEP).

(III) If Θ(x, y) = 0 for all x, y ∈ C, the problem
(1) is equivalent to the problem: Find x ∈ C such that

⟨A(x), η(y, x)⟩+ ψ(y)− ψ(x) ≥ 0 (4)

for all y ∈ C, which is called the mixed quasi-
variational inequality problem. The set of solutions
to (4) is denoted by (MQVIP).

(IV) If Θ(x, y) = 0, η(y, x) = y−x for all x, y ∈
C, the problem (1) is equivalent to the problem: Find
x ∈ C such that

⟨A(x), y − x⟩+ ψ(y)− ψ(x) ≥ 0, ∀y ∈ C, (5)

for all y ∈ C, which is called the mixed variational
inequality problem of Browder type [15]. The set of
solutions to (5) is denoted by (MVIP).

(V) If A(x) = 0, ψ(x) = 0 for all x ∈ C, the
problem (1) is equivalent to the problem: Find x ∈ C
such that

Θ(x, y) ≥ 0, ∀y ∈ C, (6)

which is called the equilibrium problem of Blum and
Oettli [16]. The set of solutions to (6) is denoted by
EP(Θ).

Recently, many authors studied the problems of
finding common fixed points of nonexpansive map-
pings, a common element of the set of fixed points
of nonexpansive mappings and the set of solutions of
equilibrium problems in the setting of Hilbert spaces
and uniformly smooth and uniformly convex Banach
spaces, respectively, (see, e.g., [8, 9, 10, 11, 12, 13,
14, 18, 23] and the references therein). Very recently,
Takahashi and Zembayashi [19] proved strong and
weak convergence theorems for finding a common el-
ement of the set of solutions of the equilibrium prob-
lem (6) and the set of fixed points of a relatively non-
expansive mapping in Banach spaces as follows:

Theorem TZ [19] Let E be a uniformly convex and
uniformly smooth Banach space and C be a nonempty
closed convex subset ofE. Let Θ : C×C → R satisfy
Assumption 2 (see Section 2) and T : C → C be a
relatively nonexpansive mapping such that EP (Θ) ∩

F (T ) ̸= ∅. Let {xn} be a sequence in C generated by

x0 ∈ C,
yn = J−1(αnJ(xn) + (1− αn)J(Txn)),
un = {z ∈ C : Θ(z, y)
+ 1

rn
⟨y − z, J(z)− J(yn)⟩ ≥ 0,∀y ∈ C},

Cn = {z ∈ C : ⟨xn − z, J(x)− J(xn)⟩ ≥ 0},
Qn = {z ∈ C : ϕ(z, un) ≤ ϕ(z, xn)},
xn+1 = ΠCn∩Qnx0, ∀n ≥ 0,

where J is the normalized duality mapping on E,
{αn} ⊂ [0, 1] and {rn} ⊂ [a,∞) such that
lim infn→∞ αn(1 − αn) > 0 and a > 0. Then
the sequence {xn} converges strongly to a point
ΠF (T )∩EP (Θ)x0.

Inspired and motivated by the researches going
on in this direction, first, we introduce and investigate
two new generalized mixed equilibrium problems and
explore the relationship between them and the prop-
erties of their solutions. Secondly, by using the con-
ception of the generalized f -projection [7], we con-
struct hybrid algorithms to find common fixed points
of a countable family of quasi-ϕ-nonexpansive map-
pings, a common element of the set of fixed points
of quasi-ϕ-nonexpansive mappings and the set of so-
lutions of generalized mixed equilibrium problems in
Banach spaces and, further, we prove the strong con-
vergence of these hybrid algorithms under some suit-
able assumptions. Finally, as applications of our main
results, we discuss some strong convergence theorems
for general H-monotone mappings and equilibrium
problems.

2 Preliminaries
Throughout this paper, we denote byR the sets of real
numbers. Let C be a nonempty closed convex subset
of a Banach spaceE. Let η : C×C → E, T : C → C
be the mappings with F (T ) = {x ∈ C : Tx = x}
and f : E → R ∪ {+∞} be proper convex and lower
semicontinuous. We denote by J : E → 2E

∗
the

normalized duality mapping defined by

J(x) = {j(x) ∈ E∗ : ⟨j(x), x⟩ = ∥j(x)∥∥x∥ = ∥x∥2}

for all x ∈ E.
Without confusion, one understands that ∥j(x)∥

is the E∗-norm and ∥x∥ is the E-norm. Many proper-
ties of the normalized duality mapping J can be found
in (see, for example, [1, 19, 21, 22, 24, 25]) and we list
them as follows:

(p1) J(x) is nonempty for each x ∈ E;
(p2) J is a monotone and bounded operator in

Banach space;
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(p3) J is a strictly monotone operator in strictly
convex Banach space;

(p4) J is the identity operator in Hilbert space;
(p5) If E is a reflexive, smooth and strictly con-

vex Banach space and J∗ : E∗ → 2E is the normal-
ized duality mapping on E∗, then J−1 = J∗, JJ∗ =
IE∗ and J∗J = IE , where IE and IE∗ are the identity
mapping on E and E∗, respectively.

(p6) If E is strictly convex Banach space, then J
is one to one, i.e.,

x ̸= y ⇒ J(x) ∩ J(y) = ∅;

(p7) If E is smooth, then J is single valued;
(p8) E is uniformly convex Banach space if and

only if E∗ is uniformly smooth;
(p9) If E is uniformly convex and uniformly

smooth Banach space, then J is uniformly norm-
to-norm continuous on bounded subsets of E and
J−1 = J∗ is also uniformly norm-to-norm continu-
ous on bounded subsets of E∗.

Let E be a smooth Banach space. Define a func-
tion ϕ : E × E → R as follows:

ϕ(x, y) = ∥x∥2 − 2⟨x, J(y)⟩+ ∥y∥2, ∀x, y ∈ E,

and set

G(x, J(y)) = ∥x∥2 − 2⟨x, J(y)⟩+ ∥y∥2 + 2ρf(x)

for all x ∈ C, y ∈ E, where ρ is a positive number
and f : C → R ∪ {+∞} is proper convex and lower
semicontinuous, respectively.

Remark 1 [3, 4, 5, 21] We have the following prop-
erties of the functions ϕ and G:

(1) If C = E and f(x) = 0 for all x ∈ C, then
G(x, y) = ϕ(x, y) for all x, y ∈ C;

(2) If E is a reflexive strictly convex and smooth
Banach space, then, for all x, y ∈ E, ϕ(x, y) = 0 if
and only if x = y;

(3) If E is a Hilbert space, then ϕ(x, y) = ∥x −
y∥2 for all x, y ∈ E;

(4) For all x, y ∈ E, (∥x∥ − ∥y∥)2 ≤ ϕ(x, y) ≤
(∥x∥+ ∥y∥)2.

Notation: “ ⇀ ” stands for weak convergence and
“ → ” for strong convergence.

We first recall some definitions and lemmas for
the main results in this paper.

Assumption 2 Let C be a nonempty closed convex
subset of a uniformly convex and uniformly smooth
Banach space E and Θ : C × C → R be a mapping
satisfying the following conditions:

(C1) Θ(x, x) = 0 for all x ∈ C;

(C2) Θ is monotone, i.e., Θ(x, y) + Θ(y, x) ≤ 0
for all x, y ∈ C;

(C3) Θ is upper-hemicontinuous, i.e., for all
x, y, z ∈ C,

lim sup
t→0+

Θ(x+ t(z − x), y) ≤ Θ(x, y);

(C4) for all x ∈ C, Θ(x, ·) is convex and lower
semicontinuous.

Definition 3 A point p ∈ C is called an asymptotic
fixed point of T if there exists a sequence {xn} ⊂
C which converges weakly to p and limn→∞ ∥xn −
Txn∥ = 0.

We denote the set of asymptotic fixed points of T
by F̃ (T ).

Definition 4 [7] Let C be a nonempty closed and
convex subset of a smooth Banach spaceE. An opera-
tor Πf

C : E → 2C is called a generalized f -projection
if

Πf
C(y) = {z ∈ C : G(z, J(y)) ≤ G(x, J(y)), ∀x ∈ C}

for all y ∈ E.

Remark 5 If f(x) = 0 for all x ∈ C, then the gen-
eralized f -operator Πf

C(y) reduces to the generalized
operator ΠC(y).

Remark 6 If E is a Hilbert space and f(x) = 0 for
all x ∈ C, then the generalized f -operator Πf

C(y)
and generalized operator ΠC(y) are reduced to the
following metric projection operator

PC(y) = {z ∈ C : ∥z − y∥ ≤ ∥x− y∥, ∀x ∈ C}.

The following example illustrates that the exten-
sion of metric projection operator is nontrivial.

Example 7 [2, 17] Let ρ = 1, E = R3 with the norm
∥(x1, x2, x3)∥ =

√
x21 + x22 +

√
x22 + x23 and C =

{x = (x1, x2, x3) ∈ E : x2 = x3 = 0}. Define
f : C → R ∪+∞ by

f(x) =

{
2 + 2

√
5, if x1 < 0,

−2− 2
√
5, otherwise.

Then E is a smooth strictly convex Banach space.
For x0 = (1, 1, 1) ∈ E, simple computation al-
lows that PC(x0) = (1, 0, 0),ΠC(x0) = (2, 0, 0) and
Πf

C(x0) = (4, 0, 0). ⊓⊔
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Definition 8 [21] Let S : E → C be a mapping. S is
called a firmly nonexpansive-type mapping if

ϕ(Sx, Sy) + ϕ(Sy, Sx)

≤ ϕ(Sx, y) + ϕ(Sy, x)− ϕ(Sx, x)− ϕ(Sy, y)

for all x, y ∈ E.

From Definition 8, we have the following:

Proposition 9 Let S : E → C be a firmly
nonexpansive-type mapping such that F (S) ̸= ∅.
Then G(p, J(Sx)) + ϕ(Sx, x) ≤ G(p, J(x)) and
G(p, J(Sx)) ≤ G(p, J(x)) for all p ∈ F (S), x ∈ E.

Definition 10 [8, 26] Let C be a nonempty closed
and convex subset of a smooth Banach space and
T : C → C be a mapping. T is called:

(1) a quasi-ϕ-nonexpansive mapping if F (T ) ̸=
∅ and ϕ(p, Tx) ≤ ϕ(p, x) for all x ∈ C and p ∈
F (T );

(2) a relatively nonexpansive mapping if F̃ (T ) =
F (T ) ̸= ∅ and ϕ(p, Tx) ≤ ϕ(p, x) for all x ∈ C and
p ∈ F (T );

(3) a nonexpansive mapping if

∥Tx− Ty∥ ≤ ∥x− y∥, ∀x, y ∈ C;

(4) closed if, for any sequence {xn} ⊂ C with
xn → x and Txn → y, then Tx = y.

Remark 11 [7, 26] (1) It is easy to see that a quasi-
ϕ-nonexpansive mapping T is equivalent toF (T ) ̸= ∅
and G(p, J(Tx)) ≤ G(p, J(x)) for all x ∈ C and
p ∈ F (T );

(2) Every relatively nonexpansive mapping is
closed and quasi-ϕ-nonexpansive mapping;

(3) If E is a Hilbert space, then a nonexpansive
mapping is a relatively nonexpansive mapping.

In [13], Qin, Cho and Kang gave the following
example which is closed and quasi-ϕ-nonexpansive.

Example 12 LetE be a uniformly smooth and strictly
convex Banach space and M : E → 2E

∗
be a maxi-

mal monotone mapping with M−1(0) ̸= ∅. Then, the
resolvent operator Jλ = (J + λM)−1J is a closed
quasi-ϕ-nonexpansive mapping from E onto D(M)
and F (Jλ) =M−1(0), where λ > 0. Moreover, Jλ is
also a relatively nonexpansive mapping. ⊓⊔

Definition 13 [27] Let E be a Banach space with the
dual space E∗ and C be a nonempty subset of E. Let
A : C → E∗ and η : C × C → E be two mappings.
The mapping A is said to be:

(1) η-hemicontinuous if, for any given x, y ∈ C,
the function q : [0, 1] → R is defined by

q(t) = ⟨A((1− t)x+ ty), η(y, x)⟩

is continuous at 0+;
(2) η-monotone if ⟨A(x)−A(y), η(x, y)⟩ ≥ 0 for

all x, y ∈ C.

Lemma 14 [28] Let E be a uniformly convex and
smooth Banach space and {xn}, {yn} be two se-
quences of E. If ϕ(xn, yn) → 0 and either {xn} or
{yn} is bounded, then xn − yn → 0.

Lemma 15 [7] Let C be a nonempty closed convex
subset of a smooth and reflexive Banach space E and
let y ∈ E. Then

ϕ(x,Πf
C(y)) +G(Πf

C(y), J(y)) ≤ G(x, J(y))

for all x ∈ C.

Lemma 16 [29] LetE be a uniformly convex Banach
space and let r > 0. Then there exists a strictly in-
creasing continuous and convex function h : [0, 2r] →
R such that h(0) = 0 and

∥∥∥ ∞∑
i=1

αixi
∥∥∥2 ≤ ∞∑

i=1

αi∥xi∥2 − α1αkh(∥x1 − xk∥)

for all k ∈ N , {xi}∞i=1 ⊂ Br and {αi}∞i=1 ⊂ [0, 1]
with

∑∞
i=1 αi = 1, where Br = {z ∈ E : ∥z∥ ≤ r}.

Lemma 17 [16] Let C be a nonempty closed convex
subset of a smooth strictly convex and reflexive Ba-
nach space E, Θ : C × C → R satisfy the conditions
(C1)-(C4) of Assumption 2 and let r > 0, x ∈ E.
Then there exists z ∈ C such that

Θ(z, y) +
1

r
⟨y − z, J(z)− J(x)⟩ ≥ 0, ∀y ∈ C.

Lemma 18 [19] Let C be a nonempty closed convex
subset of a uniformly smooth strictly convex and re-
flexive Banach space E and Θ : C × C → R satisfy
Assumption 2. For any r > 0 and x ∈ E, define a
mapping Tr : E → C by

Tr(x) = { z ∈ C : Θ(z, y) +
1

r
⟨y − z,

J(z)− J(x)⟩ ≥ 0,∀y ∈ C}

for all x ∈ E. Then the following statements hold:
(1) Tr is single-valued;
(2) Tr is a firmly nonexpansive-type mapping;
(3) F (Tr) = EP (Θ) and EP (Θ) is closed and

convex.
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Lemma 19 [19] Let C be a nonempty closed con-
vex subset of a smooth strictly convex and reflexive
Banach space E and T : C → C be a quasi-ϕ-
nonexpansive mapping. Then F (T ) is closed and con-
vex.

Lemma 20 [30] Let f : E → R ∪ {+∞} be proper
convex and lower semicontinuous. Then there exist
y∗ ∈ E∗ and α ∈ R such that

f(y) ≥ ⟨y, y∗⟩+ α, ∀y ∈ E.

Lemma 21 [19] Let E be a smooth uniformly con-
vex Banach space and let r > 0. Then there ex-
ists a strictly increasing continuous and convex func-
tion h : [0, 2r] → R such that h(0) = 0 and
h(∥x − y∥) ≤ ϕ(x, y) for all x, y ∈ Br, where
Br = {z ∈ E : ∥z∥ ≤ r}.

Lemma 22 [7] Let C be a nonempty closed convex
subset of a real smooth and reflexive Banach space E.
Then the following statements hold:

(1) Πf
C(x) is nonempty closed convex subset of C

for all x ∈ E;

(2) For all x ∈ E, x̂ ∈ Πf
C(x) if and only if

⟨x̂− y, J(x)− J(x̂)⟩+ ρf(y)− ρf(x) ≥ 0,∀y ∈ C;

(3) If E is strictly convex, then Πf
C is a single

valued mapping.

3 Generalized Mixed Equilibrium
Problems

In this section, we investigate the relationship between
(GMEP1) and the following generalized mixed equi-
librium problem (GMEP2) and the properties of their
solutions in a Banach space under some suitable con-
ditions. (GMEP2): Find x ∈ C such that

Θ(x, y) + ⟨A(y), η(y, x)⟩+ ψ(y)− ψ(x) ≥ 0

for all y ∈ C.
Denote the set of solutions of (GMEP2) by Ω2.

Theorem 23 LetC be a nonempty closed convex sub-
set of a Banach space E. Let Θ : C × C → R satisfy
the condition (C4) of Assumption 2, η : C × C →
E, A : C → E∗ be an η-hemicontinuous and η-
monotone mapping and ψ : C → R be a convex func-
tion. Assume that

(a) η(y, y) = 0 for all y ∈ C;
(b) for any u, v ∈ C, the mapping x 7→

⟨A(v), η(x, u)⟩ is convex.
Then (GMQEP1) and (GMQEP2) are equivalent, i.e.,
Ω1 = Ω2.

Proof: Let x̄ ∈ Ω1. Then, for all y ∈ C,

Θ(x̄, y) + ⟨A(x̄), η(y, x̄)⟩+ ψ(y)− ψ(x̄) ≥ 0. (7)

Since A is an η-monotone mapping, we get

⟨A(y)−A(x̄), η(y, x̄)⟩ ≥ 0, ∀y ∈ C,

and so

⟨A(y), η(y, x̄)⟩ ≥ ⟨A(x̄), η(y, x̄)⟩, ∀y ∈ C.

Therefore, from (7), it follows that

Θ(x̄, y) + ⟨A(y), η(y, x̄)⟩+ ψ(y)− ψ(x̄) ≥ 0

for all y ∈ C. This means that x̄ ∈ Ω2.
Conversely, let x̄ ∈ Ω2. Then

Θ(x̄, y) + ⟨A(y), η(y, x̄)⟩+ ψ(y)− ψ(x̄) ≥ 0 (8)

for all y ∈ C. For any y ∈ C, put yt = (1− t)x̄+ ty
for all t ∈ (0, 1). Then yt ∈ C. From (8), it follows
that

Θ(x̄, yt) + ⟨A(yt), η(yt, x̄)⟩+ ψ(yt)− ψ(x̄) ≥ 0. (9)

Noticing that

Θ(x̄, yt) ≤ (1− t)Θ(x̄, x̄) + tΘ(x̄, y) = tΘ(x̄, y),

ψ(yt) ≤ (1− t)ψ(x̄) + tψ(y)

and

⟨A(yt), η(yt, x̄)⟩
≤ (1− t)⟨A(yt), η(x̄, x̄)⟩+ t⟨A(yt), η(y, x̄)⟩
= t⟨A(yt), η(y, x̄)⟩.

Again, from (9), it follows that

tΘ(x̄, y) + t⟨A(yt), η(y, x̄)⟩+ tψ(y)− tψ(x̄) ≥ 0.

Since t ∈ (0, 1), we obtain

Θ(x̄, y) + ⟨A(yt), η(y, x̄)⟩+ ψ(y)− ψ(x̄) ≥ 0.

By the η-hemicontinuity of A, we have

Θ(x̄, y) + ⟨A(x̄), η(y, x̄)⟩+ ψ(y)− ψ(x̄) ≥ 0.

Therefore, we have x̄ ∈ Ω1. The proof is then com-
plete. ⊓⊔
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Theorem 24 LetC be a nonempty closed convex sub-
set of a smooth strictly convex and reflexive Banach
space E. Let Θ : C × C → R be a bifunction
satisfying the conditions (C1)-(C4) of Assumption 2,
η : C×C → E, A : C → E∗ be an η-hemicontinuous
and η-monotone mapping, ψ : C → R be a convex
lower semicontinuous function and let r > 0, z ∈ E.
Assume that

(a) η(x, y) + η(y, x) = 0 for all x, y ∈ C;
(b) for any v ∈ C, the mapping x 7→

⟨A(x), η(v, x)⟩ is convex and lower semicontinuous.
Then the following statements hold:

(I) There exists x̄ ∈ C such that

Θ(x̄, y) + ⟨A(x̄), η(y, x̄)⟩+ ψ(y)− ψ(x̄)

+
1

r
⟨y − x̄, J(x̄)− J(z)⟩ ≥ 0, ∀y ∈ C.

(II) If we define a mapping Ur : E → C by, for
any z ∈ E,

Ur(z) = {u : Θ(u, y) + ⟨A(u), η(y, u)⟩+ ψ(y)

−ψ(u) + 1

r
⟨y − u, J(u)− J(z)⟩ ≥ 0, ∀y ∈ C},

then the mapping Ur has the following properties:
(1) Ur is single-valued and firmly nonexpansive-

type mapping;
(2) F (Ur) = Ω1 = F̃ (Ur);
(3) Ω1 is closed and convex.

Proof: For the sake of simplicity, we define a func-
tion H : C × C → R by, for all x, y ∈ C,

H(x, y) = Θ(x, y) + ⟨A(x), η(y, x)⟩+ ψ(y)− ψ(x).

Then, for all z ∈ E,

Ur(z) = {u ∈ C : H(u, y) +
1

r
⟨y − u,

J(u)− J(z)⟩ ≥ 0, ∀y ∈ C}.

From the definition of H , it is easy to see that
H(x, x) = 0 for all x ∈ C. By the η-monotonicity
of A, it follows from η(x, y) + η(y, x) = 0 that

H(x, y) +H(y, x) ≤ 0, ∀x, y ∈ C.

Since Θ satisfies the conditions (C3) and (C4) of
Assumption 2, ψ : C → R is convex and lower
semicontinuous, it follows from (b) that the function
y 7→ H(x, y) is convex and lower semicontinuous and
so, for any x, y, v ∈ C,

lim sup
t→0+

H(x+ t(v − x), y)

= lim sup
t→0+

[⟨A(x+ t(v − x)), η(y, x+ t(v − x))⟩

+Θ(x+ t(v − x), y) + ψ(y)

− ψ(x+ t(v − x))]

≤ Θ(x, y) + ⟨A(x), η(y, x)⟩+ ψ(y)− ψ(x)

= H(x, y).

Summing up the above arguments, we know that the
function H satisfying the conditions (C1)-(C4) of
Assumption 2. Therefore, from Lemma 18, we can
obtain the desired conclusions. This completes the
proof. ⊓⊔

From Theorems 23 and 24, we have the follow-
ing:

Corollary 25 Suppose that the assumptions of Theo-
rems 23 and 24 hold. Then Ω1 = Ω2 and Ω1 and Ω2

are closed and convex.

4 Main results
In this section, we explore several strong conver-
gence theorems for a countable family of quasi-ϕ-
nonexpansive mappings and the generalized mixed
equilibrium problems in Banach spaces under some
suitable conditions.

Theorem 26 LetC be a nonempty closed convex sub-
set of a uniformly convex and uniformly smooth Ba-
nach space E, Ti : C → C for each i ≥ 1 be a
closed and quasi-ϕ-nonexpansive mapping such that
∩∞
i=1F (Ti) ̸= ∅ and f : E → R∪ {+∞} be a proper

convex and lower semicontinuous mapping with lower
bound. Define a sequence {xn} in C by the following
Algorithm I :
x0 ∈ C, Q0 = C,
yn = J−1(βn0J(xn) +

∑∞
i=1 βniJ(Tixn)),

Qn+1 = {z ∈ Qn : G(z, J(yn)) ≤ G(z, J(xn))},
xn+1 = Πf

Qn+1
x0, ∀n ≥ 0,

where {βni} ⊂ [0, 1] for each i ≥ 1 such that
lim infn→∞ βn0βni > 0 and

∑∞
j=0 βnj = 1. Then

the sequence {xn} converges strongly to the point
Πf

∩∞
i=1F (Ti)

x0.

Proof: By Lemma 19, it follows that ∩∞
i=1F (Ti) is

a nonempty closed and convex subset of E. Hence
Πf

∩∞
i=1F (Ti)

is well-defined. According to Q0 = C,
it follows that Q0 is a nonempty closed convex set
and ∩∞

i=1F (Ti) ⊂ Q0. For each n ≥ 1, it is easy
to check that Qn for each n ≥ 1 is closed. For any
z ∈ Qn+1 ⊂ Qn, we have

G(z, J(yn)) ≤ G(z, J(xn))

⇔ −2⟨z, J(yn)− J(xn)⟩+ ∥yn∥2 − ∥xn∥2 ≤ 0.
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Take v1, v2 ∈ Qn+1 arbitrarily and put vt = tv1 +
(1− t)v2 for all t ∈ [0, 1]. Since, for each i ∈ {1, 2},

−2⟨vi, J(yn)− J(xn)⟩+ ∥yn∥2 − ∥xn∥2 ≤ 0,

we have

−2⟨vt, J(yn)− J(xn)⟩+ ∥yn∥2 − ∥xn∥2 ≤ 0,

i.e., vt ∈ Qn+1. Therefore, Qn+1 is closed convex for
each n ≥ 0. This implies that {xn} is well-defined.

Next, we show, by induction, that ∩∞
i=1F (Ti) ⊂

Qn for all n ≥ 0. First, ∩∞
i=1F (Ti) ⊂ Q0 is clear.

Now, suppose that ∩∞
i=1F (Ti) ⊂ Qk for some k ≥ 0.

Let ω ∈ ∩∞
i=1F (Ti). Then ω ∈ Qk. By virtue of

Remark 1, we obtain

2ρf(ω)

≤ (∥yn∥ − ∥ω∥)2 + 2ρf(ω)

≤ ∥yn∥2 − 2⟨ω, J(yn)⟩+ ∥ω∥2 + 2ρf(ω)

= G(ω, J(yn))

= ∥ω∥2 − 2⟨ω, βn0J(xn) + Σ∞
i=1βniJ(Tixn)⟩

+ ∥βn0J(xn) + Σ∞
i=1βniJ(Tixn)∥2 + 2ρf(ω)

≤ βn0G(ω, J(xn)) +
∞∑
i=1

βniG(ω, J(Tixn))

≤ G(ω, J(xn)),

i.e., ω ∈ Qk+1 and so ∩∞
i=1F (Ti) ⊂ Qn for all n ≥ 0.

Since f is proper convex and lower semicontinous, it
follows from Lemma 20 that there exist x∗ ∈ E∗ and
a ∈ R such that f(y) ≥ ⟨y, x∗⟩ + a for all y ∈ E.

Since xn = Πf
Qn
x0 and ω ∈ Qn, from the definition

of Πf
Qn

, we have

G(ω, J(x0))

≥ G(xn, J(x0))

= ∥xn∥2 − 2⟨xn, J(x0)⟩+ ∥x0∥2 + 2ρf(ω)

≥ ∥x0∥2 − ∥J(x0)− ρx∗∥2 + 2ρa.

Consequently, {xn}, {yn}, {Tixn} for each i ≥ 1 and
{G(xn, J(x0))} are bounded. Let

r = supn≥0{∥xn∥, ∥Tixn∥ : i ≥ 1}.

Then it follows from Lemma 16 that there is a
strictly increasing continuous and convex function h :
[0, 2r] → R such that h(0) = 0 and, for any j ≥ 1,

∥βn0J(xn) +
∞∑
i=1

βniJ(Tixn)∥2

≤ βn0∥xn∥2 +
∞∑
i=1

βni∥Tixn∥2

− βn0βnjh(∥J(xn)− J(Tjxn)∥).

By Lemma 15, for any m ≥ 1, xn+m ∈ Qn+m ⊂ Qn

and so

ϕ(xn+m, xn) +G(xn, J(x0)) ≤ G(xn+m, J(x0)).

By virtue of Remark 1, we have

G(xn, J(x0)) ≤ G(xn+m, J(x0)),

which means that {G(xn, J(x0))} is nondecreasing.
Therefore, limn→∞G(xn, J(x0)) exists and so

lim
n→∞

ϕ(xn+m, xn) = 0.

Particularly, limn→∞ ϕ(xn+1, xn) = 0. Thus, by
Lemma 14, we have

lim
n→∞

∥xn+m − xn∥

= lim
n→∞

∥xn+1 − xn∥ = 0, ∀m ≥ 1.

This yields that {xn} is a Cauchy sequence in C. Set
limn→∞ xn = p ∈ C. Since xn+1 ∈ Qn+1 ⊂ Qn, it
follows from the definition of Qn+1 that

G(xn+1, J(yn)) ≤ G(xn+1, J(xn)).

Therefore, limn→∞ ϕ(xn+1, yn) = 0. This together
with Lemma 14 yields that

lim
n→∞

∥xn+1 − yn∥ = 0. (10)

In view of ∥xn− yn∥ ≤ ∥xn −xn+1∥+ ∥xn+1 − yn∥
and by (10), we have

lim
n→∞

∥xn − yn∥ = 0.

Since J is uniformly norm-to-norm continuous on
bounded subsets of E, we have

lim
n→∞

∥J(xn)− J(yn)∥ = 0.

Let ω ∈ ∩∞
i=1F (Ti) ⊂ Qn+1 for all n ≥ 1. Then, for

each j ≥ 1,

G(ω, J(yn))

= ∥ω∥2 − 2⟨ω, βn0J(xn) + Σ∞
i=1βniJ(Tixn)⟩

+ ∥βn0J(xn) + Σ∞
i=1βniJ(Tixn)∥2 + 2ρf(ω)

≤ G(ω, J(xn))− βn0βnjh(∥J(xn)− J(Tjxn)∥).

Thus, for each j ≥ 1,

βn0βnjh(∥J(xn)− J(Tjxn)∥)
≤ G(ω, J(xn))−G(ω, J(yn))

= 2⟨ω, J(yn)− J(xn)⟩+ ∥xn∥2 − ∥yn∥2

≤ ∥xn − yn∥(∥xn∥+ ∥yn∥)
+ 2∥ω∥∥J(yn)− J(xn)∥.
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From lim infn→∞ βn0βnj > 0 for each j ≥ 1, it fol-
lows that

lim
n→∞

h(∥J(xn)− J(Tjxn)∥) = 0.

Since J−1 is uniformly norm-to-norm continuous on
bounded subsets of E∗, by Lemma 21, we have

lim
n→∞

∥xn − Tjxn∥ = 0, ∀j ≥ 1.

Since Tj for each j ≥ 1 is a closed mapping, we have
Tjp = p and so, p ∈ ∩∞

i=1F (Tj).

Let ω̄ = Πf
∩∞
i=1F (Ti)

x0. Since xn = Πf
Qn
x0 and

ω̄ ∈ ∩∞
i=1F (Ti) ⊂ Qn, one has

G(xn, J(x0)) ≤ G(ω̄, J(x0)).

By the weakly lower semicontinuity of norm and the
lower semicontinuity of f , we obtain

G(p, J(x0)) ≤ lim inf
n→∞

G(xn, J(x0))

≤ lim sup
n→∞

G(xn, J(x0))

≤ G(ω̄, J(x0)),

i.e, p = ω̄. Therefore, the sequence {xn} converges
strongly to a point Πf

∩N
i=1F (Ti)

x0. This completes the
proof. ⊓⊔

If Ti : C → C for each i ≥ 1 is a relatively
nonexpansive mapping in Theorem 26, we have the
following:

Corollary 27 Let C,E and f be the same as Theo-
rem 26. Let Ti : C → C for each i ≥ 1 be a rela-
tively nonexpansive mapping such that ∩∞

i=1F (Ti) ̸=
∅. Assume that {βni} ⊂ [0, 1] for each i ≥ 0
such that lim infn→∞ βn0βni > 0 for each i ≥ 1
and

∑∞
j=0 βnj = 1. Then the sequence {xn} gener-

ated by Algorithm I converges strongly to the point
Πf

∩∞
i=1F (Ti)

x0.

If Ti = T for each i ≥ 1 or, f(x) = 0 for all
x ∈ E in Corollary 27, then, from Remarks 1 and 5,
we can obtain the modified results of [7]:

Corollary 28 [7] Let C,E and f be the same as The-
orem 26, and let T : C → C be a relatively nonexpan-
sive mapping such that F (T ) ̸= ∅. Define a sequence
{xn} in C by the following algorithm:
x0 ∈ C, Q0 = C,
yn = J−1(βnJ(xn) + (1− βn)J(Txn)),
Qn+1 = {z ∈ Qn : G(z, J(yn)) ≤ G(z, J(xn))},
xn+1 = Πf

Qn+1
x0 ∀n ≥ 0,

where {βn} ⊂ [0, 1] such that lim infn→∞ βn(1 −
βn) > 0. Then the sequence {xn} converges strongly
to the point Πf

F (T )x0.

Corollary 29 [7] Let C,E, T and f be the same as
Corollary 28. Assume that {βn} ⊂ [0, 1] such that
lim infn→∞ βn(1−βn) > 0. Define a sequence {xn}
in C by the following algorithm:

x0 ∈ C, Q0 = C,
yn = J−1(βnJ(xn) + (1− βn)J(Txn)),
Qn+1 = {z ∈ Qn : ϕ(z, yn) ≤ ϕ(z, xn)},
xn+1 = ΠQn+1x0 ∀n ≥ 0.

Then the sequence {xn} converges strongly to the
point ΠF (T )x0.

Theorem 30 Let C,E, f and Ti(i ≥ 1) be the same
as Theorem 26 and let Ω1 ∩ (∩∞

i=1F (Ti)) ̸= ∅. Sup-
pose that the assumptions of Theorem 24 hold. Define
a sequence {xn} in C by the following algorithm:

x0 ∈ C, Q0 = C,
yn = J−1(βn0J(xn) +

∑∞
j=1 βnjJ(Tjxn)),

un = Urn(yn),
Qn+1 = {z ∈ Qn : G(z, J(un)) ≤ G(z, J(xn))},
xn+1 = Πf

Qn+1
x0, ∀n ≥ 0,

where Ur is defined in Theorem 24, {βni} ⊂ [0, 1]
for each i ≥ 0 and {rn} ⊂ (0,∞) such that
lim infn→∞ βn0βnj > 0, lim infn→∞ rn > 0 and∑∞

i=0 βni = 1 for all j ≥ 1, n ≥ 1. Then
the sequence {xn} converges strongly to the point
Πf

Ω1∩(∩∞
i=1F (Ti))

x0.

Proof: By Lemmas 18 and 19, it follows that
Ω1 ∩ (∩∞

i=1F (Ti)) is closed and convex. Hence
Πf

Ω1∩(∩∞
i=1F (Ti))

is well-defined. As in the proof of
Theorem 26, we can get that Qn is nonempty closed
and convex for all n ≥ 0 and so {xn} is well-defined.

Let us, by induction, show that
Ω1 ∩ (∩∞

i=1F (Ti)) ⊂ Qn for all n ≥ 0. From
Q0 = C, it follows that Ω1 ∩ (∩∞

i=1F (Ti)) ⊂ Q0.
Assume that Ω1 ∩ (∩∞

i=1F (Ti)) ⊂ Qk for some
k ≥ 0. Let ω ∈ Ω1 ∩ (∩∞

i=1F (Ti)). From Proposition
9 and Remark 11, it follows that

2ρf(ω)

≤ (∥ω∥ − ∥uk∥)2 + 2ρf(ω)

≤ ∥ω∥2 − 2⟨ω, J(uk)⟩+ ∥uk∥2 + 2ρf(ω)

= G(ω, J(uk))

= G(ω, J(Urkyk))

≤ G(ω, J(yk))

= ∥ω∥2 − 2⟨ω, J(yk)⟩+ ∥yk∥2 + 2ρf(ω)

≤ βk0G(ω, J(xk)) +
∞∑
j=1

βkjG(ω, J(Tjxk))

≤ G(ω, J(xk)),
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i.e., ω ∈ Qk+1. Therefore, Ω1 ∩ (∩∞
i=1F (Ti)) ⊂ Qn

for all n ≥ 0. Since f : E → R ∪ {+∞} is proper
convex and lower semicontinuous, this, together with
Lemma 20, yields that there exist x∗ ∈ E∗ and α ∈ R
such that f(y) ≥ ⟨y, x∗⟩ + α for all y ∈ E. Observe
that

G(xn, J(x0))

= ∥xn∥2 − 2⟨xn, J(x0)⟩+ ∥x0∥2 + 2ρf(xn)

≥ (∥xn∥ − ∥J(x0)− ρx∗∥)2 + ∥x0∥2 − ∥J(x0)
− ρx∗∥2 + 2ρα.

From both xn = Πf
Qn
x0 and ω ∈ Qn, one concludes

G(ω, J(x0))

≥ G(xn, J(x0))

≥ ∥x0∥2 − ∥J(x0)− ρx∗∥2 + 2ρα.

Thus {xn}, {Tjxn} for each j ≥ 1 and
{G(xn, J(x0))} are bounded. Let

r = supn≥0{∥xn∥, ∥Tjxn∥ : j ≥ 1}.

Then it follows from Lemma 16 that there exists a
strictly increasing continuous and convex function h :
[0, 2r] → R such that h(0) = 0 and, for each j ≥ 1,

∥βn0J(xn) +
∞∑
j=1

βnjJ(Tjxn)∥2

≤ βn0∥xn∥2 +
∞∑
j=1

βnj∥Tjxn∥2

− βn0βnjh(∥J(xn)− J(Tjxn)∥).

Again, it follows from xn+1 ∈ Qn+1 ⊂ Qn and
Lemma 15 that, for any m ≥ 1,

ϕ(xn+m,Π
f
Qn
x0) +G(Πf

Qn
x0, J(x0))

≤ G(xn+m, J(x0)),

that is,

ϕ(xn+m, xn) +G(xn, J(x0)) ≤ G(xn+m, J(x0)).

Then, by Remark 1,

G(xn, J(x0)) ≤ G(xn+m, J(x0))

and

G(xn, J(x0)) ≤ G(xn+1, J(x0)).

Namely, {G(xn, J(x0))} is nondecreasing. Thus
limn→∞G(xn, J(x0)) exists and so

lim
n→∞

ϕ(xn+m, xn) = lim
n→∞

ϕ(xn+1, xn) = 0.

By the definition of Qn for each n ≥ 1, we have

ϕ(xn+1, un) ≤ ϕ(xn+1, xn)

and so limn→∞ ϕ(xn+1, un) = 0. From Lemma 14, it
follows that

lim
n→∞

∥xn+1 − un∥ = lim
n→∞

∥xn+m − xn∥

= lim
n→∞

∥xn+1 − xn∥ = 0.

This implies that limn→∞ ∥xn − un∥ = 0 and {xn}
is a Cauchy sequence in C. Set limn→∞ xn = x̄.
Moreover, we have

G(ω, J(un))

= G(ω, J(Urnyn))

≤ G(ω, J(yn))

≤ βn0G(ω, J(xn)) +
∞∑
j=1

βnjG(ω, J(Tjxn))

− βn0βnjh(∥J(xn)− J(Tjxn)∥),
≤ G(ω, J(xn))− βn0βnjh(∥J(xn)− J(Tjxn)∥).

Consequently, for each j ≥ 1,

βn0βnjh(∥J(xn)− J(Tjxn)∥)
≤ G(ω, J(xn))−G(ω, J(un))

≤ ∥xn − un∥(∥xn∥+ ∥un∥)
+ 2∥ω∥∥J(xn)− J(un)∥

and so G(ω, J(yn)) ≤ G(ω, J(xn)). From
lim infn→∞ βn0βnj > 0, we derive that

lim
n→∞

h(∥J(xn)− J(Txn)∥)

= lim
n→∞

G(ω, J(xn))−G(ω, J(un)) = 0.

Furthermore, one has

lim
n→∞

∥J(xn)− J(Tjxn)∥ = 0.

Since J∗ = J−1 is uniformly norm-to-norm continu-
ous on bounded subsets of E∗, we get

lim
n→∞

∥xn − Tjxn∥ = 0, ∀j ≥ 1. (11)

Since Tj for each j ≥ 1 is closed, it follows from (11)
that Tj x̄ = x̄ for each j ≥ 1. Thus x̄ ∈ ∩∞

i=1F (Ti).
Noticing that G(ω, J(yn)) ≤ G(ω, J(xn)). Then, by
Proposition 9, we have

ϕ(un, yn) = ϕ(Urnyn, yn)

≤ G(ω, J(yn))−G(ω, J(Urnyn))

≤ G(ω, J(xn))−G(ω, J(un)).
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Hence, limn→∞ ϕ(un, yn) = 0. By using Lemma 14,
one has

lim
n→∞

∥un − yn∥ = 0.

This, together with limn→∞ ∥xn − un∥ = 0, yields
that un → x̄ and yn → x̄. Since J is uniformly norm-
to-norm continuous on bounded subsets of E,

lim
n→∞

∥J(un)− J(yn)∥ = 0.

In view of lim infn→∞ rn > 0, we have

lim
n→∞

∥J(un)− J(yn)∥
rn

= 0.

For the sake of brevity, let the function H : C ×C →
R be the same as Theorem 24. Then

H(un, y) +
1

rn
⟨y − un, J(un)− J(yn)⟩ ≥ 0

for all y ∈ C. From the proof of Theorem 24, it fol-
lows that H satisfies the conditions (C1)-(C4) of As-
sumption 2. This yields that

1

rn
⟨y − un, J(un)− J(yn)⟩

≥ −H(un, y)

≥ H(y, un), ∀y ∈ C.

Taking the limit as n→ ∞, we obtain

H(y, x̄) ≤ 0, ∀y ∈ C.

Taking y ∈ C arbitrarily, we have x̄ ∈ C and ty +
(1− t)x̄ ∈ C for all t ∈ (0, 1]. Hence,

H(ty + (1− t)x̄, x̄) ≤ 0

and so

0 = H(ty + (1− t)x̄, ty + (1− t)x̄)

≤ tH(ty + (1− t)x̄, y)

+ (1− t)H(ty + (1− t)x̄, x̄)

≤ tH(ty + (1− t)x̄, y).

Moreover, one has

H(ty + (1− t)x̄, y) ≥ 0

and so, from Assumption 2 (C3),

0 ≤ lim sup
t→0+

H(ty + (1− t)x̄, y) ≤ H(x̄, y).

This means x̄ ∈ Ω1 and so x̄ ∈ Ω1 ∩ (∩∞
i=1F (Ti)).

Next, let ω̄ = Πf
Ω1∩(∩∞

i=1F (Ti))
x0. It follows from

xn+1 = Πf
Qn+1

x0 and ω̄ ∈ Ω1 ∩ (∩∞
i=1F (Ti)) ⊂

Qn+1 that

G(xn+1, J(x0)) ≤ G(ω̄, J(x0)).

By the weakly lower semicontinuity of the norm, we
have

G(x̄, J(x0))

= ∥x̄∥2 − 2⟨x̄, J(x0)⟩+ ∥x0∥2 + 2ρf(x̄)

≤ lim inf
n→∞

G(xn, J(x0))

≤ lim sup
n→∞

G(xn, J(x0))

≤ G(ω̄, J(x0)).

By Lemma 22, one has x̄ = ω̄. So the sequence {xn}
converges strongly to the point Πf

Ω1∩(∩∞
i=1F (Ti))

x0.

This completes the proof. ⊓⊔
If f(x) = 0 for all x ∈ E, then, from Remarks 1,

5 and Theorem 30, the following result holds:

Corollary 31 Let C,E and Ti(i ≥ 1) be the same as
Theorem 26, and let Ω1 ∩ (∩∞

i=1F (Ti)) ̸= ∅. Suppose
that the assumptions of Theorem 24 hold. Define a
sequence {xn} in C by the following algorithm:

x0 ∈ C, Q0 = C,
yn = J−1(βn0J(xn) +

∑∞
j=1 βnjJ(Tjxn)),

un = Urn(yn),
Qn+1 = {z ∈ Qn : ϕ(z, un) ≤ ϕ(z, xn)},
xn+1 = ΠQn+1x0, ∀n ≥ 0,

where Ur is defined in Theorem 24, {βni} ⊂ [0, 1]
for each i ≥ 0 and {rn} ⊂ (0,∞) such that
lim infn→∞ βn0βnj > 0, lim infn→∞ rn > 0 and∑∞

i=0 βni = 1 for all j ≥ 1, n ≥ 1. Then
the sequence {xn} converges strongly to the point
ΠΩ1∩(∩∞

i=1F (Ti))x0.

If A(x) = 0, ψ(x) = 0 and Ti = T for all x ∈
C and i ≥ 1 in Theorem 30 and Corollary 31, the
following results hold:

Corollary 32 Let C,E and f be the same as Theo-
rem 26. Let Θ : C × C → R satisfy the condi-
tions (C1)-(C4) of Assumption 2, T : C → C be a
closed and quasi-ϕ-nonexpansive mapping such that
EP (Θ)∩F (T ) ̸= ∅. Define a sequence {xn} in C by
the following algorithm:

x0 ∈ C, Q0 = C,
yn = J−1(αnJ(xn) + (1− αn)J(Txn)),
un = Urnyn,
Qn+1 = {z ∈ Qn : G(z, J(un)) ≤ G(z, J(xn))},
xn+1 = Πf

Qn+1
x0, ∀n ≥ 0,
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where

Urnyn = {z ∈ C : Θ(z, y) +
1

rn
⟨y − z,

J(z)− J(yn)⟩ ≥ 0,∀y ∈ C},

{αn} ⊂ [0, 1] and {rn} ⊂ (0,∞) such that
lim infn→∞ αn(1−αn) > 0 and lim infn→∞ rn > 0.
Then the sequence {xn} converges strongly to the
point Πf

F (T )∩EP (Θ)x0.

Corollary 33 Let C,E, T and Θ be the same as
Corollary 32. Define a sequence {xn} in C by the
following algorithm:

x0 ∈ C, Q0 = C,
yn = J−1(αnJ(xn) + (1− αn)J(Txn)),
un = Urnyn
Qn+1 = {z ∈ Qn : ϕ(z, J(un)) ≤ ϕ(z, J(xn))},
xn+1 = ΠQn+1x0, ∀n ≥ 0,

where Urnyn is the same as Corollary 32,
{αn} ⊂ [0, 1] and {rn} ⊂ (0,∞) such that
lim infn→∞ αn(1−αn) > 0 and lim infn→∞ rn > 0.
Then the sequence {xn} converges strongly to the
point ΠF (T )∩EP (Θ)x0.

Remark 34 Corollary 33 improves Theorem TZ. In-
deed, the iterative sequence of Corollary 33 is simpler
than that of Theorem TZ in the following aspects:

(1)Cn = {z ∈ C : ⟨xn−z, J(x0)−J(xn)⟩ ≥ 0}
is removed;

(2) xn+1 = ΠCn∩Qnx0 is replaced by xn+1 =
ΠQnx0.

Remark 35 From Theorem 23, we can derive some
results for the problem (GMQEP2) which are similar
to Theorems 30 and Corollaries 31-33.

5 Applications
In this section, we shall utilize the obtained results in
Section 4 to find a common element of the set of solu-
tions of equilibrium problem (6) and the set of zeros
of general H-monotone mapping in Banach spaces

Definition 36 [7] A mapping H from E to E∗ is said
to be:

(1) monotone if

⟨Hx−Hy, x− y⟩ ≥ 0, ∀x, y ∈ E;

(2) strictly monotone if H is monotone and

⟨Hx−Hy, x− y⟩ = 0 ⇔ x = y;

(3) β-Lipschitz continuous if there exists a con-
stant β ≥ 0 such that

∥Hx−Hy∥ ≤ β∥x− y∥,∀x, y ∈ E.

Definition 37 [7] Let M : E → E∗ be a multivalued
mapping with domain D(M) = {z ∈ E : Mz ̸= ∅}.
M is said to be:

(1) monotone if, for any xi ∈ D(M) and vi ∈
Mxi, i = 1, 2,

⟨v1 − v2, x1 − x2⟩ ≥ 0;

(2) ι-strongly monotone if, for any xi ∈ D(M)
and vi ∈Mxi, i = 1, 2,

⟨v1 − v2, x1 − x2⟩ ≥ λ∥x1 − x2∥2;

(3) maximal monotone if M is monotone and its
graph Gr(M) = {(x, v) : v ∈ Mx} is not properly
contained in the graph of any other monotone map-
ping;

(4) general H-monotone if M is monotone and
(H + tM)E = E∗ holds for any t > 0, where H is a
mapping from E to E∗.

Throughout this section, without other specifica-
tions, let H : E → E∗ be a strictly monotone map-
ping and M : E → 2E

∗
be a general H-monotone

mapping. From Li, Huang and O’Regan[7], we know
that Tλ = (H + λM)−1H : E → D(M) is a single
valued mapping and F (Tλ) = M−1(0) is nonempty
closed and convex for all λ > 0.

The modulus of convexity of E is defined by

δE(ϵ) = inf
{
1− ∥x+ y∥

2
: ∥x∥ = ∥y∥ = 1,

∥x− y∥ ≥ ϵ
}
.

The modulus of smoothness of E is defined by

ρE(t) = sup
{∥x+ y∥+ ∥x− y∥

2
− 1 :

∥x∥ = 1, ∥y∥ ≤ t
}
.

Lemma 38 [7] Let E be a uniformly convex and uni-
formly smooth Banach space with δE(ϵ) ≥ kϵ2 and
ρE(t) ≤ ct2 for some k, c > 0. Let H : E → E∗ be
a strictly monotone and β-Lipschtiz continuous map-
ping and M : E → 2E

∗
be a general H-monotone

and ι-strongly monotone mapping with ι > 0. If there
exists λ > 0 such that

64cβ2 ≤ 1

2
kλ2ι2,

then Tλ is a relatively nonexpansive mapping.

Theorem 39 Assume that the assumptions of Lemma
38 hold. Let Θ : E × E → R satisfy Assumption 2
with EP (Θ) ∩M−1(0) ̸= ∅, f : E → R ∪ {+∞}
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be a proper convex and lower semicontinuous map-
ping with bounded below and let D(f) = E. Define a
sequence {xn} in E by the following algorithm:

x0 ∈ E, Q0 = E,
yn = J−1(αnJ(xn) + (1− αn)J(Tλxn)),
un = Urn(yn),
Qn+1 = {z ∈ Qn : G(z, J(un)) ≤ G(z, J(xn))},
xn+1 = Πf

Qn+1
x0, ∀n ≥ 0,

where Trnyn = {z ∈ E : Θ(z, y) + 1
rn
⟨y −

z, J(z) − J(yn)⟩ ≥ 0, ∀y ∈ E},{αn} ⊂ [0, 1] and
{rn} ⊂ (0,∞) satisfy lim infn→∞ αn(1 − αn) > 0
and lim infn→∞ rn > 0. Then the sequence {xn}
converges strongly to the point Πf

M−1(0)∩EP (Θ)x0.

Proof: It follows directly from Corollary 32 and
Lemma 38, since M−1(0) = F (Tλ) is nonempty
closed and convex for any λ > 0. ⊓⊔

Particularly, if H = J is a normalized duality
mapping from E to 2E

∗
, the following results hold:

Theorem 40 Let E,M,Θ and f be the same as The-
orem 39. Let Jλ = (J + λM)−1J , where λ > 0. Let
{xn} be a sequence in E defined as follows:

x0 ∈ E, Q0 = E,
yn = J−1(αnJ(xn) + (1− αn)J(Jλxn)),
un = Trnyn,
Qn+1 = {z ∈ Qn : G(z, J(un)) ≤ G(z, J(xn))},
xn+1 = Πf

Qn+1
x0, ∀n ≥ 0,

where Trnyn is defined in Theorem 39, {αn} ⊂ [0, 1]
and {rn} ⊂ (0,∞) such that lim infn→∞ αn(1 −
αn) > 0 and lim infn→∞ rn > 0. Then
the sequence {xn} converges strongly to the point
Πf

M−1(0)∩EP (Θ)x0.

Proof. It follows directly from Corollary 29 since
Jλ is a relatively nonexpansive mapping (see [7]) and
M−1(0) = F (Jλ) is nonempty closed and convex
(see [18]).
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